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Abstract— Computer-controlled scienti ¢ instruments such as Assuming a sample has been shipped to an instrument lab
electron microscopes, spectrometers, and telescopes are ex@ige  and has been loaded into the instrument, there are two basic R
t?‘ purChaS‘é and ma'”(tja'r(‘j- tAlS?H tthehy get“ergte 'arget ‘i‘“&oumg work- ows. The rst work- ow is called remote observatign
of raw and processed data that has to be annotated an . .
archived. Cyber-enabling these instruments and their data sets yvhere a remote user or multiple remote users only view the
using remote instrumentation cyberinfrastructures can improve instrument-control software screens in real-time. Fas,ttiiey
user convenience and signi cantly reduce costs. In this paper, use desktop-sharing applications that could be any of the
we discuss our experiences in gathering technical and policy variants of Virtual Network Computing (VNC) solution [1]
requirements of remote instrumentation for research and training ~ _ [4]. The remote user(s) could interact with an operator
purposes. Next, we describe the cyberinfrastructure solutions . f
we are developing for supporting related multi-user work ows. physmally present at the instrument over a telephone’. \VoIP
Finally, we present our solution-deployment experiences in the Call or videoconference to perform all the control actions.
form of case studies. The case studies cover both technical issue The second work- ow is calledemote operationwhere a
(bandwidth provisioning, collaboration tools, data management, remote user or multiple remote users view the instrument-

sy?tem Sec””t%)”.""”(; pglicy issues (service 'e"etl %grfgme']ts’.us%ontrol software screens and also control the instrument in
policy, usage billing). Our experiences suggest that developing : : :
cyberinfrastructures for remote instrumentation requires: (a) real-time using any of the VNC solutions.

understanding and overcoming multi-disciplinary challenges, (b) The multiple remote users could be geographically dis-
developing recon gurable-and-integrated solutions, and (c) clos persed members of a virtual community. They can be students
collaborations between instrument labs, infrastructure providers,  obtaining hands-on training, or researchers - each withueni
and application developers. expertise - jointly analyzing the sample under study. Suc-
cessful implementation of these work- ows generally regsi
web-based tools and secured high-speed networks. The web-
. INTRODUCTION based tools include web-portals that manage for e.g. user
Increased access to high-speed networks has made renaegounts, instrument scheduling, data repositories, ana c
access of computer-controlled scienti ¢ instruments sash munications featuring voice/video/text. Secured highesp
microscopes, spectrometers, and telescopes widelysfeashetworks include a well-designed network at the instrument
over the Internet. Some of these instruments are extreméiyp to avoid compromise of resources by intruders and ad-
expensive and their purchase costs several hundred-tmbusaquate bandwidth provisioning between the instrument and
dollars. Hence, remote instrumentation (RI) allows remotémote user sites.
users to utilize these instruments when they are not beieg us There are several efforts that have aimed at developing
by local users. In addition, routine maintenance and ofmerat cyberinfrastructures for serving the RI needs of reseasche
of these instruments requires signi cant investment iisga ~ and students. Gemini Observatory [5] is an initiative that
By cyber-enabling these instruments for RI, instrument lalises Internet2 to allow remote researchers to manipulate th
can charge for remote access on an hourly-usage basigwin telescopes. NanoManipulator [6] is another initiatthat
obtain a greater return-on-investment on their instrusient uses Internet2 to allow remote control and visualization of
When used for research and training purposes pertainifigages from their scanning probe microscopes. The Stanford
to e.g., materials modeling or biological specimen analysiSynchrotron Radiation Laboratory [7] has a highly success-
these instruments generate large amounts of raw and pitd- Rl service for researchers involved in macromolecular
cessed data. The data corresponds to low-to-high reselutisystallography using beam lines. Notable education aatre
images, and text les that range from a few hundred KBrograms such as Japan NIMS [8] and UIUC Bugscope [9]
to several GB. Using cyberinfrastructures that include webave been developed, where remote microscopy is being
portals, networking, storage, and computation: (a) the ®&kw made accesible to several high school students. The remote
ows involving instrument technicians and remote users cahicroscopy in these efforts involves remote observatiod an
be streamlined, and (b) an uni ed interface can be developegeration of samples (e.g. insects, plants, and metals) tha
for data annotation coupled with archival at mass storafj@ve been pre-loaded at a scanning electron microscope-Mor
systems. The archived data can subsequently be retrievedd¢er, web-services and middleware frameworks such as [10]
analytics that involves computation and visualization.e Thand [11] have been developed to increase interoperabilitly a
processed data can in turn be archived at mass storage systéxtensibility of cyberinfrastructure resources for Rl.sies
Thus, cyberinfrastructures for RI not only provide “at-thesuch past efforts, several instrument labs are seekingrcybe
instrument” experience for remote users, but also enakla thinfrastructures for RI to derive the inherent benets. Also

to ef ciently manage distributed resources over the Ing¢érn they are being mandated to cyber-enable their instruments b
funding agencies such as the National Science Foundation wh

*This work has been supported in part by the Ohio Board of Rege ~ want to avoid duplications in instrument investments [12].



Ohio Supercomputer Center (OSC) is leading a pilot Rl
program in partnership with instrument labs at The Ohio&Stat
University (OSU) and Miami University (MU). The goal of
this pilot program is to develop a cyberinfrastructure that
supports RI efforts leveraging OSC's software development
expertise, state-wide ber-optic network viz., OSCnetghi
performance computing, and mass data storage resource r
this paper, we describe our experiences in developing and dk _ . o
ploying a cyberinfrastructure that aims to satisfy the rechl Fig. 1. Video activity levels in instrument control screens
and policy requirements of multi-user RI for research and
training purposes. Speci cally, we provide detailed dgscr
tions of two notable solutions we are developing: Rgmote
Instrumentation and Collaboration Environment (RICEjor
desktop sharing and multi-user collaboration during a Rbmpined with “text-chat” are useful. In the multi-usersies

session, and (iiRemote Instrumentation Web-portal (Rl webgase "collaboration tools need to support a “presenceifeat
portal) - for multi-user RI session setup, experiment progre

) " Which indicates who is controlling/viewing the session. In
monitoring and data management. In addition, we present QY

deployment experiences of commerical/open-source solsiti .d_iltion, the operatr(])r must have the. ability to manage %bemrb
: ; . - rivi mongst the remot rsi.e., rator must
as well as our custom solutions using three mstrumentrspecp €ge amongst e remote Users 1.€., operator mus a

S X . - to grant or revoke control such that only one remote user
case studies: (i) Scanning Electron Microscopy, (i) Ramafionirgls the instrument at any time. Furthermore, web-came
FTIR Spectroscopy, and (ii) Nuclear Magnetic Resonan

. : eo that is accessible via web-browsers to the remotesuser
Spectroscopy. In these case studies, we detail some of

) . provide a “surveillance” feature, which allows remote
technical and policy challenges we had to address. The tega,q g view the instrument lab personnel or instrumentista
nical challenges include bandwidth provisioning for optim (e.g. device display panels, sample holder)
last-mile user experience, collaboration tools involvirmice, he ' '
video and text video communications, data management, anq;) Data Management:During an RI “session” where a

system security. The policy challenges include servicellevsgample is being analyzed, experiments are run and data sets
agreements, use policy, and usage billing. _ (i.e., images or text les) are generated. The analysis coul
The remainder of this paper is organized as follows: Sectigl 1|\e visual inspection of the sample coupled with image

2 lists the salient RI requirements for research and trgini : ; ; ;
purposes. Section 3 describes the RICE and RI web-portal %Sptures or experiment con guration scripi(s) invoked emg

X ; . ate text les. Several related sessions commonly cooms
lutions that we are developing to support the RI requwemenL y P

Section 4 d bes th tudies that D 0 a “project” involving one or more samples. The data
ection 4 describes three case studies that convey oursDIUL nival must handle metadata and provenance of the data

deployment experiences. Section 5 concludes the paper ap e.g., session timestamp, session owner(s), studgxtont
suggests future work. or project name; such information can be user-specied or
Il. REMOTE INSTRUMENTATION REQUIREMENTS parsed from experiment con guration script(s). Given that
¥ . ) , ) _instrument computers are shared resources with limitedgeo
In this section, we list the salient technical and polickapacities, instrument labs generally transfer the data afe
requirements for RI that we gathered while working oUheir users to mass data storage systems. The archivedetiata s

Sd(zeJPScreen with live video feeds (b) Screen with text-and-‘graph

instrument lab partners at OSU and MU. thereafter must be searchable and downloadable for acalyti
) ) involving computation and visualization. The user inteefa
A. Technical Requirements for data archival and retrieval could involve applicatigugh

1) Bandwidth Provisioning:Every instrument has uniqueas secure-shell (SSH), web-portals (HTTPS), or web-sesvic
control software with variations in the screen content angith standardized interfaces.
control actions. Consequently, the end-to-end bandwidth d
mands between the instrument site and remote user site ard) System SecurityGiven the ever increasing cyber-attack
different for each instrument to be usable by a remote us#eats on the Internet, securing both the network in witieh t
Figures 1(a) and 1(b) show examples of control softwanastrument resides, as well as the data sets of the insttumen
screens that have live video feed, and text-and-graph epnteusers is vital. On one hand, securing the network involves re
respectively. Transferring optimum quality screen images stricting the accessibility of the network ports to the instent
real-time from the instrument to be usable for a remotab computers from other networks on the Internet. The basic
user requires end-to-end bandwidth amounts that need toTseP ports that need to be selectively opened (using for e.g.,
guanti ed with usability studies. In addition, if the contr rewall rules) to computers on the Internet include: (i) por
software is interactive, some amount of end-to-end bantthwicb900 for VNC desktop clients, (ii) port 80 for VNC's and web-
needs to be dedicated for the control traf ¢ depending upaamera's web-browser clients, (iii) port 22 for SSH, ang (iv
the level of interactivity. Further, if multiple remote useare port 443 for HTTPS. In addition, if voice and video calls need
expected to simultaneously connect to an instrument, g@pipro to be facilitated from the instrument lab, TCP port 1720, and
ate bandwidth has to be provisioned at the intermediatersuta range of UDP ports (vendor-speci c) need to be opened. On
for the instrument traf ¢ ows. the other hand, securing the data sets involves authdnticat

2) Collaboration Tools:For remote observation and operand restricting le system access on the instrument compute
ation work- ows, in addition to using VNC, the instrumentwith the appropriate read, write and execute permissiohs. T
technician and remote users need to be able to effectivaty copermissions are applicable for the instrument users, asasel
municate with each other. For this, collaboration tools thg- the remote computers that transfer instrument data setseont
port “peer-to-peer voice/video” or “voice/video confeces” mass data storage system.



B. Policy Requirements

1) Service Level Agreementsthe three primary stake-
holders involved in developing and maintaining cyberigfra
tructures for RI are: (i) instrument labs, (i) infrastruct
providers, and (iii) application developers. The infrasture
providers offer services and technical support for netivark
data storage and computation to the instrument labs, and als
include groups responsible for physical facilities. Thelap
cation developers build and customize software/hardware t
address the Rl requirements. They could refer to the ingntm
vendors or third-party vendors that utilize and integrdte t
instrument lab and infrastructure provider resources.e@iv
the multi-disciplinary issues involved in supporting niult
user RI, the instrument labs need to establish Service Level
Agreements (SLAs) with both the infrastructure providerd a
application developers for routine Rl operations and oimgo
maintenance. The SLAs serve as a mechanism to convey
expectations and identify groups responsible for develgm , _ _ _
and upkeep of the RI cyberinfrastructure components. Fig. 2. RICE in an active multi-user session
2) Use Policy: Given that the use-time of scienti ¢ instru-
ments is valuable and there are security/privacy issuedvies
in RI, instrument labs should maintain a “Use Policy” docuRICE client software [13] in an active multi-user session
ment. This document could describe use policies such as: ¢a) a cyber-enabled Raman-FTIR microprobe at the OSU's
considerations for obtaining user accounts for remote rebs®epartment of Chemistry. RICE supports features such as:
vation/operation and/or data management, (b) scheduling video quality adjustment slider, VoIP, text-chat, muilsieun
orities for local/remote users, (c) guidelines to enalidatle presence, network health monitoring, and remote duakscre
remote observation/operation to avoid remote users uiglat resolution.
privacy of local users working on the instrument, (d) pegiés  The video quality adjustment slider is used to manually ad-
for expert/novice users in single-user as well as multi-t&e just frame rates and video encoding rates to suit the erghdo-
sessions, and (e) procedures for fail-safe to recover frases network bandwidth between the remote user site and instru-
where local/remote users become incapacitated during anrf®nt lab. To handle peer-to-peer VoIP as well as VoIP confer-
session. These use policies can then be used by applicatoees, the open-source Ohphone and OpenMCU solutions [14]
developers to build the necessary software componentsheve been integrated into RICE. We developed a text-chat
implement the use policies and maintain audit-trails ofgesa feature in RICE using a custom session signaling protocol
and problem scenarios in routine Rl operations. (SSP). The text-chat uses colored text to distinguish ngessa
3) Usage Billing: In addition to the high-cost involved in of the local user from the remote users. The self-contained
initially acquiring expensive scienti ¢ instruments, staéntial VolP and text-chat features are useful for the participants
costs are involved to maintain the instrument equipmentsghocommunicate control-lock exchanges and other messages in
life-span can range upto ten years. These costs includeethean RI session. The SSP protocol is also used to provide the
muneration of personnel responsible for the routine oarat multi-user presence feature that displays and updatesaln re
of the instrument as well as the fees for physical facilitietime, the names and roles of the users connected. The peesenc
networking, storage and computation resources. Hence, &mture is coupled with a control-lock passing feature that
propriate “resource units” need to be de ned for use-time @frants instrument control to a single user at any given irista
the instruments. The usage billing can then account for thiée restrictions are enforced based on the user roles in an RI
fees (e.g. fee/hr, fee/session) corresponding to the resousession: “administrator”, “viewer” or “controller”. By dault,
units consumed. Given that an RI session setup or remdte administrator always has control privileges, and has th
observation generally requires additional efforts on pathe ability to pass another session control-lock to any one ef th
instrument operator, setup and operation surcharge fadd cosiewers. A remote user who is a controller can directly pass

be included in the usage billing. the control-lock to any other remote user via the RICE client
interface, without intervention of the administrator.
IIl. REMOTE INSTRUMENTATION SOLUTIONS The network health monitor in RICE shows real-time net-

to support the RI requirements listed in Section 2. First, Wi&WOrk status grades indicated by a traf ¢ light graphie:ar

describe the features of our RICE solution. Following this, >00d" (green color), “Acceptable” (amber color), and “Foo
describe the features of our Rl web-portal solution. (red color). The monitoring is coupled with a network perfor
mance anomaly detection scheme that is based on the “plateau
) . ) detector algorithm” [15]. Once an anomaly is detected, RICE
RICE is based on the Ultra VNC solution [1] for the Win-extreme network congestion periods, respectively. Thius, t
dows operating system but has several enhancements on loathirol status can be either “open”, “warning”, or “blocked
the client and server sides. The enhancements are custienizdepending on the network congestion levels. The motivation
and are targeted to handle collaborative tasks such as vdimethis feature in RICE is as follows: if adequate end-talen
conferences and text-chat between multiple participamti®ng bandwidth is not provisioned, network congestion may tesul

RI sessions in aself-containedmanner. Figure 2 shows thethat causes time-lag and packet drop events, which impair th

In this section, we describe the solutions we are developvi?grk status in terms of round-trip delay and loss metricse Th
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control software screen images at the remote user end. Thiscessed data storage. We plan to develop web-services tha
inturn could lead to improper user control of the instrunsentill allow applications using standardized remote instemnta-
mechanical moving parts. Such improper user control mayn middleware-frameworks such as [10] and [11] to integfa
ultimately result in physical equipment damages that avéth our data service.

prohibitively expensive to x. Although limit switches'ni In addition, we are developing a web-portal component to
some well-designed instruments mitigate damage due to stethdle the collaboration tools functionality for text-ghaulti-

user error, there are always unexpected cases where suth liger presence and control-lock passing through the wetadpor
switches may not be effective. interface. This component is useful in cases where rewails

The remote dual-screen resolution feature allows a remetgnote sites block the SSP messages from the RICE server
user to mimic an extended desktop setup with dual-monitats the RICE clients. In such cases, the RICE clients can
at the instrument computer. The extended desktop providg#l provide the multi-user collaboration tools functadity by
additional real-estate for users to run multiple applwati interacting with this web-portal component.
programs simultaneously. The openly-available Ultra VNC Figure 6 shows the Rl web-portal states to create and
distribution does not support dual-screen resolution &t thiew instruments, projects and sessions. Some of the sessio
remote VNC client as shown in Figure 3. We developed states are common to both the instrument technician and the
software-patch for the Ultra VNC in RICE that increasegemote user(s). The other session states applicable only to
the display resolution geometry to successfully render tlige instrument technician are shown in dotted lines. Upon
dual-screen resolution at the remote VNC client as shown ier login, all the instruments supported by the web-portal
Figure 4. are listed. Once a particular instrument is selected, both t
past as well as the current projects and related RI sessiens a
. listed. If a particular session of a project is selecteda dats
B. Remote Instrumentation Web-portal correspondﬁng to the session expgrirjnents are shown.

Our RI web-portal components are being built using the Only the instrument technician has the privileges to create
Pylons Python web framework [16] with customizations fonew instruments, projects and sessions in the web-portal.
handling user accounts, remote observation/operatigperex Before creating a new session, the instrument technician is
iment setup/progress-tracking, and data management. TheaBsumed to have taken the following steps: (i) instrument
web-portal also integrates the RICE solutions customized ftechnician has obtained the experiment con guration frama o
different instruments. or more remote users, (ii) an Rl session has been scheduled on

Figure 5 shows the RI web-portal architecture. dwetal the instrument calendar and RICE client download instomnsti
interface comprises of: (a) web-pages that allow managingave been sent to the remote user(s), and (iii) the remote use
user accounts of the technician(s) as well as the remots,usesample has been loaded into the instrument at the scheduled
and (b) web-pages that enable the operator(s) and remiiee for the session. At this point, the instrument techanici
users to request variouapplication serviceprocessing. The enters the project/session details into relevant formshan t
application service processing corresponds to: turn OIR/OMeb-portal. Thereafter, the instrument technician is ptad
remote observation/operation, RICE client/server doadjo to turn ON the RICE server at the instrument side from the
new experiment con guration setup, experiment progressreb-portal. Once the RICE server has started, the remote
tracking, instrument technician and remote user communisers can connect to the instrument using their RICE clients
cations, and viewing accounting/monitoring logs for usagend observe/operate the instrument control-softwareessre
billing. The application service interacts with thata service using the control-lock passing. The instrument technidgn
for data storage at OSC's mass storage system, and dato allowed to update the progress of the experiment in the
retrieval through the web-portal. Similarly, third-paewgalysis web-portal for the remote users to monitor the experiment
clients such as Matlab or TopSpin can be made to intergobgress. Suclhemote monitorings particularly useful when
with the data service for analytics-driven data retrievadl a experiments could last for several hours or even days. After
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the session is completed, the instrument technician is pren
to turn OFF the RICE server. Now, the RICE client sessions
expire and the remote users will no longer be able to recdnnec

to the RICE server with the previous session credentials. > nputs

Subsequently, a data transfer is automatically initiatedopy

the experiment data from the instrument computer to the ——— aen
mass data storage system at OSC. The instrument technician

and remote users can view and download the transferred — »DilateImage

experiment data via the web-portal.

—————»Erode Image

IV. REMOTE INSTRUMENTATION CASE STUDIES

In this section, we present three case studies that describe
our deployment experiences of commerical/open-sourage Sofig. 7. Matlab-based image processing tool
tions as well as our custom RICE and RI web-portal solutions
to address the RI requirements listed in Section 2.

) ) of this usability study are described in [13]. In essence, we
A. Scanning Electron Microscopy observed that KVMolP solutions that require appliances at

The rst case study relates to our experiences with cybdpoth the instrument side and remote user side produce very
enabling a Scanning Electron Microscope (SEM). Speciyall high image quality. This can be attributed to their dedidate
we describe our deployment experience of ThinkLogicalSPGAs for video processing of the instrument control-safewv
Keyboard, Video, and Mouse over IP (KVMolP) applianc&creens (SEM's control-software screen shown in Figurg).1(a
solution [3] to connect to the SEM from different LANHowever, they consume enormous amounts of bandwidth for
locations and Internet locations. We also describe ouryeaglood remote operation experience (quanti ed by user opinio
efforts in developing an analytics service in our Rl webtalor Speci cally, their end-to-end bandwidth requirements are
for automated image processing of several SEM images usk¥fess of 25 Mbps depending on the spatial and temporal
Matlab. changes in the images.

Our partner in this case study is the Center for AcceleratedThe second set of usability studies were conducted from
Maturation of Materials (CAMM) at OSU's Department ofremote locations on the Internet: (i) Demonstration oottet
Material Science and Engineering. CAMM has acquired sor@006 Supercomputing Conference in Tampa, FL, (ii) Demon-
of the world's most powerful scanning and transmission-elestration oor at the 2006 Internet2 Fall Member Meeting
tron microscopes for analysis and modeling of material corm Chicago, IL, and (i) Conference room at Stark State
postions. As part of CAMM's Visualization, Instrumentatio Community College in Canton, OH. For good remote oper-
and Modeling (VIM) program [17], CAMM uses OSChnet toation experience, we had to co-ordinate with the technology
allow remote industry and defense lab collaborators to ssccénfrastructure groups at OSU and the remote locations. én th
their instruments. co-ordination, we had to ensure that there were no rate-limi

1) KVMolP Appliance DeploymentWe deployed Think- bottlenecks, and that the remote observation sessiorctveds
Logical's KVMolP appliance solution at the SEM and connot disrupting other users' application traf c. Good remot
ducted two sets of usability studies with actual SEM usersperation experience was observed even when end-to-end
This solution requires installing a KVMolP appliance atlbotnetwork measurements indicated bottleneck hop-bandwidth
the SEM side (located at OSU's main campus in Columbuapproximately 45 Mbps and peak round-trip delay of 60 ms on
OH) and the remote user side. The rst set of usability steidiehe network paths. There was also an instance in the Canton
were conducted under different LAN conditions: (i) GigEisability study, where good remote operation experiencg wa
LAN (remote user with a direct connection to the SEM), (iipbserved when a network fault caused 20% packet loss over
Isolated LAN (remote user at a different room in the same prolonged duration. In this case, we concluded that this
building as the SEM), and (iii) Public LAN (remote user imetwork fault impact was offset by the adequate end-to-end
a different building on the OSU campus). Detailed resultsandwidth available between the Canton and SEM sites.



Left Monitor Right Monitor
Fig. 9. Local overlay error message upon remote RICE cliergtres

Fig. 8. Cyber-enabled Raman-FTIR spectrometer at OSU We deployed our RICE solution on the Raman-FTIR Spec-
trometer (shown in Figure 2) and conducted several sets of
LAN tests. One set of LAN tests we completed successfully
. involved running the RICE clients using both “Administréto

2) Matlab Image Processingmages collected from SEMS 4 sGaneral” login accounts on computers with Windows XP
are each typically 10-15 MB in size, and most high resolyis'\y o1 a5 Windows Vista operating systems (OS). In addition
tion images are relatively larger in size. Frequently, iplet we successfully tested the RICE clients in a LAN using both

images of the sample regions are analyzed to isolate Char§‘§3bit as well as 64-bit Windows Vista OS computers

teristic features or to construct 3D views of sample sudace Although there were no major OS portability issues, we

Analyzing batches of images involves applying a sequenge ; .
of irr):ageg processing Iterg (e.q. qurring?/gg—bﬁJrring,lgdi aced several display related problems. One of the majds-pro

tion/opening) that take several hours or even days to cdmpl%ems was the Ultra VNC problem with dual-screen resolution

The completion times depend upon the nature and numberig#t We discovered and resolved as explained in Section lll-
a% Another display problem occured when the instrument

the lters. Existing analyses at CAMM are being done usin ! )
Adobe Photoshop (with Fovea Pro 4 plug-in) lters. OSC has2MPuter and remote computer resolutions did not match.
begun a study to develop more ef cient methods of ima his resulted in visible gray regions in the RICE cll_ent in
processing using Matlab's Distributed Computing Served ar?ol! ful:.—screr(]an dand duﬁl—scrglen m%des. Alsho, ‘T‘.Omet!ms th
the Parallel Computing Toolbox. The goal of this study i&<E IC lent ha refresf prho.err?s ue to the limitations in
to achieve faster image processing using Matlab-basedemdge Yitra VNC auto-refresh implementation. We devised a
processing lters that leverage OSC's computational resest | éEt 1I"eatture_t|hn R,[ICE tht‘f"t d[{iconnltlacltaed "’t‘.nd t{eccl)nrftged t

; : : ; ; client without affecting the collaboration tools S.
Figure 7 shows a prototype implementation of an interactly hough this solved the refresh problem on the RICE client
side, a new overlay error message problem arose on the
instrument computer (RICE server side) as shown in Figure 9.
gyﬁe error message grayed-out the instrument camera feed,

Matlab image processing tool being developed at OSC tha
used of ine to determine the appropriate set and sequence
Iters for a particular analysis. Once the Iters are ideat,
they are input to concurrent Matlab processes running
multiple CPUs such that each process analyzes a subset of
entire image set. In addition to reducing computation tim(fo
the added advantage of deploying such lters is that th
can be integrated into the Rl web-portal being customized
managing SEM image datasets.

se restoration required restarting the instrumentrobnt
ware application. This problem was determined to be due
the instrument vendor implementation of the instrument
ontrol-software, and the instrument vendor was noti ed to
provide a problem resolution. We noted that this problem is
one of the many problems that the instrument vendors are
facing with their instruments being increasingly cybeaieled,
unlike in the past.

We discovered another interesting display problem when

The second case study relates to our experiences wiing the Ultra VNC solution on certain kinds of microscopes
cyber-enabling a Raman-FTIR Spectrometer. Speci callg, wvat OSU Chemistry and at the MU Electron Microscopy Fa-
describe the deployment experience of two variants of owility. Figure 10 shows this problem, which we refer to as
RICE solution in a LAN environment. We also describe outhe “pink-screen” problem that is caused by the Graphical
RICE testing from a remote location on the Internet with Rrocessing Unit (GPU) in the instrument computer. The GPU
last-mile wireless network connection. processes the instrument's in-built-camera video feedsont

Our partner in this case study is the OSU's Department tife knowledge of the instrument computer OS. Given that
Chemistry (OSU Chemistry), who recently acquired a Ramatite Ultra VNC relies on the instrument computer OS to
FTIR Spectrometer through an NSF CRIF:MU program [12]pdate the video feed region, the pink screen problem arises
grant. The Raman-FTIR Spectrometer is shown in FigureRurther investigation suggested that this problem does not
and is being used for joint Raman and FTIR spectroscopies @ccur with the instrument software because their software
the same spot of any sample. The instrument control compuitgieracts with the GPU to read the video feed separately and
has advanced network and multimedia cards, and is operatedrlays atop the instrument control panels. We overcaitse th
using a dual-monitor setup. Further, the surveillanceufeat problem in RICE by developing a variant that is based on
is being supported using a 4XEM web-camera that can bee Real VNC solution [2] coupled with the Adder KVMolP
remotely controlled using a built-in web-interface. Astpair appliance [4]. The Adder KVMolP appliance is different from
their grant, OSU Chemistry is using OSCnet to allow thethe ThinkLogical KVMolP appliance described in Section IV-
collaborators at California State University, DomingueildH A because it requires installing the KVMolP appliance only
and Oakwood University, Huntsville to access their Ramaat the instrument side. On the remote user side, any Real
FTIR Spectrometer. VNC based client can connect to the KVMolP appliance.

B. Raman-FTIR Spectroscopy
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Fig. 10. “Pink-screen” GPU problem

Miami University NMR Lab

Remote User Site

Web Browser, ?:Ctic K\’I\IUIPTOEFH E@iiol Fig. 12. Experiment setup in MU-NMR web-portal
e RICE Client . L—\I)E liance - Electronics
Observer M[ High Security = Q being used to study protein structures and complexes,digan
MR Nemork ~Operator binding thermodynamics, and metabonomics of bio uids. As
Internet Restricted Accoss part of their grants, MU Biochemistry is using OSCnet towllo
Network their collaborators at Bowling Green State University, @hi
o University, Muskingum College and Talawanda High School
e Wb Server to access their NMR Spectrometer.
; Our RI cyberinfrastructure deployment for the MU NMR
—_ is shown in Figure 11. In this deployment, we use the RICE
FDH*C“;E;S;;:‘* variant based on the Real VNC solution. The RICE client
Ohio Supercomputer Conter can be downloaded from our RI web-portal that is being
customized to suit the MU NMR lab policies related to user ac-

counts, user privileges and data management. Figure 12sshow
experiment setup web-page of the MU NMR web-portal whose
functionality has been explained earlier in Section Ill17Be
Besides solving the pink screen problem, the added admta@'CE cIier)t can be used for remote observationlope(ation of
of this RICE variant are: (a) RICE server previously wad'e TOPSpin computer that controls the NMR electronics. The
functional only with Windows OS at the instrument side, bf/€P Server hosted at OSC interacts with a "data cache server
pis server is used to enable the instrument technician at MU

now can function independent of the OS on the instrume . .
side, and (b) No software installation is necessary on t transfer the experiment data from the NMR to OSC's mass

instrument computer and thus the instrument CPU is not usd@f@ storage upon experiment completion. Network security
for processing RICE client connections. ISsues have been addressed to allow only restricted access

We also tested RICE from the Demonstration oor at tkéom OSC and remote user computers to the MU NMR lab.

Fig. 11. RI cyberinfrastructure deployment for MU NMR

2008 Cyber-enabled Instruments Workshop in Arlington, VATOWEVET, Lhe (d)scl: hosted vaeb-portal is open to the Interr?e(;.
Before the demonstration, we had to co-ordinate with tijalVen such a deployment of OSC equipment at MU, we ha

technology infrastructure group at OSU for opening up t co-ordinatg with the MU campus teqhnology infrastruetur_
necessary network ports. The last-mile network connegtivid/OUP regarding on-going system maintenance and security

at the workshop was a wireless network connection. The fufionsiderations.
screen mode and collaboration tool features of RICE such as

\VoIP call and text-chat response times worked well without i Vi CQNCLUS'ON ] ] ]
any problems. However, the dual-screen mode of RICE con-In this paper, we described our experiences in developing
sumed most of the access bandwidth, which resulted in pdoreyberinfrastructure for multi-user RI by partnering with

remote control experience of the Raman-FTIR Spectrometégnowned instrument labs at OSU and MU. We detailed both
the technical and policy issues involved in RI cyberinfrast

, tures. We also described how we are developing and deploying
C. Nuclear Magnetic Resonance Spectroscopy RI solutions such as RICE and the RI web-portal to cope

The third case study relates to our experiences with cybevith many of these issues. In addition, we discussed our
enabling a Nuclear Magnetic Resonance (NMR) Spectrometgeployment experiences relating to bandwidth consumption
Speci cally, we describe our deployment experience of the Rind display issues with off-the-shelf VNC solutions and
web-portal integrated with RICE. instrument-control software.

Our partner in this case study is MU's Department of To successfully reap the benets of RI for research and
Biochemistry (MU Biochemistry), who recently acquired atraining purposes, we showed that several multi-disciplin
850 MHz NMR spectrometer through grants from both NSE&hallenges need to be addressed. The multi-disciplinaay ch
and the Ohio Board of Regents. This NMR purchase is thenges spanned areas that include instrument administra-
rst of its kind at an institution in the United States and idion, networking, computer systems, software engineering



databases, computation, economics, and governance. dEsing
case study approach, we showed how the deployment of our
RI solutions required their design to be customizable td sui
the needs of different instrument labs. Further, we sholwat t
extensive co-operation between personnel at instrumést la
infrastructure labs and application developers was nacgss
at every step of the cyberinfrastructure development and
deployment.

Our future work is to enhance the feature set and cus-
tomizability of our RI solutions. Some of the open issues
that remain in our study relate to handling the policy issues
of the instrument labs. We hope these open issues will be
resolved as we have more deployment experiences supporting
large numbers of RI users. Building upon the experiences and
RI solutions described in this paper, our aim is to develop
a robust cyberinfrastructure that leverages OSC's stade-w
resources and the instrument investments - to improve user
convenience and signi cantly reduce costs.
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