
Researchers and scientists in Ohio are developing 
exciting new classes of materials with unusual 
properties.  Their groundbreaking studies are based on 
the study of atomic and molecular physics and chem-
istry and involve the processing of polymers, metals, 
ceramics and composite materials. For example, 
a physicist delves into the interaction of electrons, 
superconductors and microchips. A chemist deter-
mines how NMR experiments can be used to learn 
about the bonds between hydrogen atoms. And, a 
“computational experimentalist” develops and uses 
high-performance software to study supersonic and 
hypersonic airflow phenomena of military jets. World-
class materials manufacturing industries have long 
driven the state’s economy, with just under 105,000 
workers across 1,184 establishments, according to a 
recent report by Battelle.  The creation and testing of 
computational models through the Ohio Supercomputer 
Center continues to set the bar high for materials science 
research in Ohio, as described on the next few pages.  ■
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Materials are fundamental to all forms of technology; 
the examples are all around us. Magnetic Resonance 
Imaging machines, supercolliders and novel electronic 
computer circuits illustrate just a few ways that scientists 
and industries have leveraged the unique properties of 
strongly correlated materials, a wide class of materials 
with unusual electronic and magnetic properties. 
	 However, while these materials hold great techno-
logical promise, they are poorly understood.  
	 That should change, with the application of current 
research by an interdisciplinary team of investigators 
from the University of Cincinnati, Oak Ridge National 
Laboratory and the University of California-Davis. Led 
by Mark Jarrell, Ph.D., a physicist at the University 
of Cincinnati, the team of computational physicists, 
applied mathematicians and computer scientists is 
developing a massively parallel, multi-scale method to 
study strongly correlated materials.
	 “We are working towards developing better 
materials with greater functionality,” said Dr. Jarrell, 

“whether it’s for power transmission through supercon-
ductors or faster computer chips. We want this work 
to lead to materials that companies such as Good-
year, Battelle or Procter & Gamble can use to develop 
better technology for areas such as electronic devices, 
medical science — even magnetic levitation trains.”
	 Strongly correlated materials include lanthanide 
and actinide heavy Fermion materials, transition metal 
oxides, high-temperature superconductors and high-
density ferromagnets.  These highly intricate materials 
display different characteristics at different levels, or 
length scales.

Modeling at multi-scales, to better understand strongly 
correlated materials in massively parallel ways

“This project will advance researchers’ understanding, 
simulation and design of magnetic materials and 
superconductors for energy and national security 
applications, as well as basic research applications.” 

– Dr. Mark Jarrell

above: Researchers are working to develop computational 
methods that separate a material’s correlations by length 
scale, using a massively parallel, multi-scale method. Strongly 
correlated short length scales are calculated using Quantum 
Monte Carlo simulations, while intermediate length scales are 
evaluated using Feynman graphs.

above: By using OSC systems to develop a massively parallel, multi-scale method to study strongly correlated materials, researchers 
are working towards developing materials that will enable better, more efficient technology, such as the materials used in magnetic 
levitation trains.
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	 “Our goal is to develop computational methods 
that separate a material’s correlations by length scale,” 
Dr. Jarrell said. “These algorithms will enable physi-
cists, for the first time, to accurately study the complex 
interactions of strongly correlated materials.”
	 At the smallest length scale, they are looking at 
atomic particles, such as electrons, where a change 
in the electrical or magnetic properties of one single 
electron, at one point in time, will affect a neighboring 
electron’s electrical or magnetic behavior.  These short 
length scales are considered “strongly correlated,” and 
are calculated by numerically exact Quantum Monte 
Carlo simulations. 
	 The second segment evaluates the material at 
the other end of the spectrum, where the interaction 
between particles is weak. Physicists have long used 
a mathematical approach called dynamic mean field 
approximation to evaluate these “long length” scales.
	 It’s the space in the middle, the intermediate length 
scales, that could break open investigations of strongly 
correlated materials. Before, it was mathematically 
overwhelming to evaluate the collection of 10 or so 

atoms. Because of a variety of factors, the equations 
that looked at the interactions of this missing middle 
quickly scaled off the charts — it would have been 
impossible for even the most advanced supercom-
puters to crunch the numbers in a realistic timeframe. 
	 However, today’s trend toward petascale 
computing, combined with new mathematical 
equations and codes, holds the promise of funda-
mental discovery in the study of complex correlated 
materials.  To evaluate the intermediate length scales, Dr. 
Jarrell and his team are tapping the power of massively 
parallel supercomputers by using a Feynman diagram-
matic approach called the “parquet equations.”
	 “Our approach, from the treatment of the correla-
tions at intermediate length scales to the integration 
of the three length scales, is completely new,” Dr. 
Jarrell said. “Resources at the Ohio Supercomputer 
Center have helped us both qualify and quantify the 
method.  The codes we are developing will allow us to 
take advantage of the next generation of supercom-
puters, where the use of ten thousand processors — or 
more — will be common.  ■
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left: University of Cincinnati researcher Mark Jarrell (back) is leading a team of computational physicists, applied mathematicians 
and computer scientists, including UC doctoral candidate Ehsan Khatami (foreground), in the effort to develop new computational 
methods for studying the complex interactions of strongly correlated materials.

left:  These illustrations show 
computer-simulated spectral 
intensity of high-tempera-
ture superconductors.  The 
green line in the top four 
quadrants represents the 
quasiparticle dispersion that 
occurs in normal metals. 
However, because of strong 
interaction present in the 
system, the spectral function 
shows broad features, simi-
lar to a waterfall, at higher 
binding energies.
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