
“In 2014, Ohio Supercomputer Center clients at Ohio’s public research 
universities* accounted for $146 million—or nearly 19 percent—of the 
$780 million in active-award funding awarded to those universities 
from three of the largest federal research-funding agencies.** 

We cannot say that OSC resources necessarily contributed to each of 
the identified grants, but it is clear that a significant segment of Ohio 
researchers rely upon OSC computational resources to advance their 
vital innovations and discoveries.”

A Vision for OSC
Here at the Ohio Supercomputer Center, the gleaming hardware and 
sophisticated software are certainly important components of our 
contributions to discovery and innovation, but it remains the human 
element that lies at the heart of what we do. 

First, the researchers: Last year, OSC awarded compute time that 
resulted in nearly 1,173 faculty, staff and student assistants across the 
state running simulations or analyses for 239 new research projects. 
This report highlights a sampling of Ohio’s research endeavor; there are 
many more stories waiting to be told.

Second, the OSC staff: In 2014, OSC delivered more than 87 million 
CPU core-hours, for more than 2.2 million jobs using 975 terabytes 
of storage with 99.2 percent uptime. Our restructured management 
team has developed a sustainable, new business model that seeks 
collaborations with university and industry partners.

Third, statewide leadership: In early 2015, officials from across Ohio 
convened to dedicate our newest supercomputer system, and, through 
their support, we have been allocated capital funding for a 2016 system 
much larger than the total current OSC infrastructure.

We welcome researchers to tell us more about their computing needs 
and interests and encourage policymakers to learn more about how OSC 
is helping Ohio build on its legacy as a leader in discovery and innovation.

Contents
OSC Overview 2
HPC Client Services  ........................6
HPC Systems Services ....................8
Virtual Environments  
& Simulation ...................................10
Scientific Applications  .................  11
Web & Interface Applications ....... 12
Industrial Engagement .................. 13
Statewide Users Group ................. 14

Biological  
Sciences 17
Cell Communication ......................18
Antibiotic Resistance .....................19
Metagenomic Data ........................ 20
Targeted Therapies ........................21

Advanced  
Materials 22
Magnetic Control ............................23
Alloy Deformation ..........................24
Flavor Physics .................................25
The Kondo Effect ............................26

Energy & 
Environment 27
Mineral Reservoirs .........................28
Disaster Relief .................................29
Carbon Injection .............................30
Reactor Prototypes ........................31

Research 
Landscape 32
Dark Matter .....................................33 
Market Performance ......................34
Jet Propulsion.................................35
Noise Generation ...........................36

Industrial 
Engagement 37
Racing Behavior .............................38 
Automated Modeling .....................39
Turn-key Solution ...........................40
SimApp Analyses ........................... 41

Pankaj Shah
Executive Director, Ohio 
Supercomputer Center & OARnet

*   The public institutional members of the Research Officers Council of the Ohio Board of Regents
**  Department of Energy’s Office of Science, the National Institutes of Health and the National Science Foundation
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